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INTRODUCTION

Tactical edge networks present an extremely
challenging communications environment for
application developers and users. These net-
works are built from ad hoc wireless connections
between mobile nodes, providing unstable links
with limited bandwidth and variable latency. In
urban environments, performance is further
degraded by occlusions from buildings and inter-
ference from consumer electronics and civilian
transmitters. Meanwhile, a greater number of
assets equipped with higher-fidelity sensors,
along with the proliferation of new end-user

applications, are placing ever increasing band-
width demands on the network. Systems operat-
ing in these tactical networks must be capable of
providing reliable and timely information
exchange within this unreliable and congested
communications environment. Creative solutions
that combine multiple techniques are needed to
successfully address these challenges and realize
the goals of network-centric warfare.

Client-server approaches such as service-ori-
ented architectures (SOAs) are commonly adopt-
ed as the basis to realize applications and
services in military systems running on higher-
echelon command and control networks. In an
unreliable bandwidth-constrained tactical envi-
ronment that is subject to network partitioning,
client-server architectures can introduce central-
ized points of failure and performance bottle-
necks. Moreover, the unicast point-to-point
connections result in excessive bandwidth con-
sumption when data is sent to large numbers of
clients. Peer-to-peer (P2P) approaches do not
rely on designated server nodes that must be
reachable and therefore can continue to (partial-
ly) function in a partitioned network. Also, P2P
systems can make use of multicast and other
advanced data distribution schemes that mini-
mize the transmission of redundant information.
Finally, because communications do not need to
be routed through central servers, P2P technolo-
gies can leverage the fact that many applications
place greater importance on communication
between nearby nodes as opposed to distant
nodes. These characteristics make P2P architec-
tures a better fit for tactical networks than tradi-
tional client-server designs.

This article focuses on P2P systems design as
applied to middleware and application develop-
ment for tactical networks. P2P systems are usu-
ally classified as structured or unstructured
network architectures [1]. In structured P2P sys-
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1 C4ISR is an acronym
for Command, Control,
Communications, and
Computers for Intelli-
gence, Surveillance and
Reconnaissance, and usu-
ally refers to the set of sys-
tems and networks that
enable net-centric opera-
tions.

2 ISR-C2 is an acronym
for Intelligence, Surveil-
lance, and Reconnais-
sance for Command and
Control — a concept sim-
ilar to C4ISR.

3 SIE-DTN is the Service
Interoperability Environ-
ment with Disruption Tol-
erant Networking — a
field test conducted by the
Navy’s SPAWAR Systems
Center Pacific and
DARPA.

tems, nodes cooperate to maintain a distributed
database that contains information about the
location of resources (i.e., nodes, files, services,
etc.) within the network. In unstructured P2P
systems, instead, nodes have to advertise
resource location or discover resources by broad-
casting queries over the network. A resource
location database reduces the number of mes-
sages required for resource discovery and facili-
tates the discovery of non-replicated resources.
However, in highly dynamic network environ-
ments such as tactical networks, the bandwidth
and computational overhead required to main-
tain the distributed database in a consistent state
typically outweighs its benefits. On the other
hand, unstructured P2P systems have to deal
with scalability issues related to the broadcast of
queries across the network, but their inherent
resilience to node churn makes them better suit-
ed to mobile ad hoc and tactical environments.

Based on experiences from experiments and
exercises, we present scenarios, such as Blue
Force Tracking (BFT), remote unmanned vehi-
cle control, and sensor data mining/fusion, that
benefit from P2P approaches. These observa-
tions are subsequently developed into specific
technical requirements. The observations and
requirements that are presented take into
account the perspectives of the Air Force, the
Army, and the Navy and Marine Corps. While
the focus is on P2P aspects, we briefly discuss
the intersection of P2P with client/server
approaches and SOAs.

Finally, the article presents a case study using
the Agile Computing Middleware, a software
framework that enables the realization of appli-
cations and services for tactical edge networks.
We discuss the Group Manager discovery and
the DisService information dissemination com-
ponents, which support P2P applications. We
provide experimental results that demonstrate
the effectiveness of the P2P approach. The Agile
Computing Middleware, initially developed to
address the requirements of Army battlefield
environments, has been extended to support Air
Force requirements, and is currently being
extended to satisfy Navy and Marine Corps
requirements.

PEER-TO-PEER
COMMUNICATION SCENARIOS IN

TACTICAL ENVIRONMENTS

During the last eight years, we have collectively
participated in a number of tests, experiments,
demonstrations, and exercises involving tactical
environments. These include the Horizontal
Fusion Quantum Leap experiments in 2003 and
2004 (QL-1 and QL-2), the C4ISR1 On the
Move (C4ISR OTM) experiments in 2006, 2007,
and 2008, the Joint Forces Command (JFCOM)
Empire Challenge in 2009 (EC-2009), JFCOM
BoldQuest (BQ) exercises in 2007 and 2009, the
Office of Naval Research (ONR) ISR-C22

experiment in 2009, the Defense Advanced
Research Projects Agency (DARPA)/SSC Pacif-
ic SIE-DTN3 field test in 2010, and the Joint
Expeditionary Forces Experiment (JEFX) in

2008, 2009, and 2010. Figure 1 shows the typical
nature of the networks we have observed in
these exercises — clusters of edge nodes that
are interconnected via reach-back links. In par-
ticular, we note that the size of the individual
clusters range from 10 to 20 nodes. P2P
approaches are most applicable within these
individual clusters, with other communication
protocols being more appropriate for the reach-
back links [2]. In this section we distill and sum-
marize the scenarios and discuss the benefits of
P2P approaches.

BLUE FORCE TRACKING
Perhaps the most fundamental need for tactical
users is Blue Force Tracking (BFT) — applica-
tions that provide situational awareness informa-
tion regarding the presence and location of
friendly forces. BFT is critical to avoid friendly
fire accidents. The dynamic, geographically sen-
sitive nature of most tactical situations makes
BFT applications well suited to P2P architec-
tures. Even in an unreliable communications
environment that prevents connections to a cen-
tral BFT server, nodes in close proximity are
likely to still be able to communicate with each
other and share critical location information.
P2P-based BFT systems enable this mode of
operation. Furthermore, P2P approaches can be
more bandwidth-efficient — a critical resource
in tactical networks.

BFT also provides a good example of the
proximity/precision correlation. When users are
operating in close proximity, it is more impor-
tant that their relative positioning be exchanged
reliably, quickly, and frequently between each
other. As they are located farther apart, the
information may be aggregated and exchanged
less frequently. This requirement occurs in other
application scenarios as well, and advanced P2P
architectures can provide this capability.

RESOURCE DISCOVERY AND AWARENESS
Another fundamental need of tactical users and
applications is discovery and awareness of avail-
able resources or assets. Resources can include
deployed sensors, manned vehicles, autonomous
air and ground vehicles, and even other users
themselves. Resources may pertain to the plat-
form itself or to services provided by a platform.

Figure 1. Tactical networking environment with peer-to-peer clusters.
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For example, an unmanned air vehicle (UAV)
may provide a video feed service. Resource dis-
covery is an essential prerequisite for many
other operations, such as tasking of autonomous
vehicles, gathering data from sensors, and com-
municating with other users. For example, at
QL-2, C4ISR OTM, and ISR-C2, dismounted
soldiers were discovering available robotic assets,
deployed perimeter sensors, as well as other sol-
diers. In the JEFX and BoldQuest exercises, a
user on the ground was discovering airborne
assets along with data feeds being generated by
the airborne assets.

An equally important aspect that comple-
ments resource discovery is continued awareness
of the resource. For example, consider a user
that has tasked perimeter trip-wire sensors to
notify the user of any incursions, but never
receives any notifications from the sensors. This
may simply be because the sensors have not
detected anything. It could also be because the
sensors are malfunctioning or out of communi-
cations range. There is a significant difference
between these two scenarios, and the user must
be able to differentiate between them. Systems
must provide status information regarding assets
and the communications links between them so
that users can be confident that the system is
functioning properly.

Client-server discovery systems generally rely
on one or more centralized registries, which
become critical points of failure in the unreliable
tactical network environment. With a centralized
system, two nodes that are able to communicate
with each other, but not with the central registry,
will not be able to discover each other. There is
also the initial problem of locating the registry,
usually solved by statically configuring each
client with the address of the registry server. If
the registry must be moved, or if a client would
be best served by using another registry server,
the client’s configuration must be changed. This
is not always possible. For these reasons,
resource discovery and awareness services in tac-
tical edge networks are best provided through
P2P approaches.

GEOGRAPHICALLY DIRECTED/CONSTRAINED
OPERATIONS

In military applications, many requests for infor-
mation or assets are constrained by geography.
For example, a trip-wire perimeter sensor that is
triggered may cause a user (or an automated pro-
cess) to look for a visual sensor that can provide
imagery in the vicinity of the sensor’s location.
Similarly, a user may wish to find the closest avail-
able robot or UAV to a building to be examined
or monitored. The geographical constraints may
apply to the node itself or, in the case of a sensor
node, to the sensor’s area of coverage. A related
feature is a geographic subscription to informa-
tion. For example, the RouteScout application for
JEFX 2010 allows the mission path to be used as a
geographically constrained search for information
along the path. For the Marine Corps, we have
developed a mechanism to model the mission
characteristics, including the set of possible paths,
which is subsequently used by peers to push rele-
vant information to the users’ nodes.

SENSOR DATA EXCHANGE

Unattended ground sensor systems currently
fielded by the military generally rely on satellite
communications for data transmission. This
approach has a number of drawbacks. Satellite
communications require a transceiver with a
clear view of the sky, and low-power satellite
modems suitable for embedded sensor applica-
tions are very slow (on the order of a few kilo-
bits per second). By using P2P models combined
with mobile ad hoc network technologies, sen-
sors can use high-speed short-range radios to
exchange and exfiltrate data to other sensors and
nearby units. With a high-speed P2P link, a sen-
sor can send high-resolution imagery and motion
video that would be impractical to transmit over
a low-speed satellite link. Additionally, P2P tech-
nologies can be used to build store-and-forward
sensor networks, where a sensor that is not in
communications range of a data consumer will
locally store detection data and forward it to
consumers as they come in range. These P2P
approaches can work side by side with existing
satellite reach-back systems, enabling advanced
applications without interfering with current
infrastructure and doctrine.

UNMANNED VEHICLE OPERATIONS
Unmanned ground and air vehicles are becom-
ing increasingly common in military operations.
As the number and type of unmanned assets
increase, the importance of distributed P2P tech-
nologies for discovering and controlling these
assets increases as well. For example, if a combat
unit has a number of unmanned assets and a
number of controllers, a P2P discovery mecha-
nism is required so that any controller can dis-
cover and connect to any asset, as it may not be
known in advance which controllers will be used
with a particular asset. P2P systems are also use-
ful for integrating unmanned assets into the BFT
systems described earlier. Additionally, a major
focus of current unmanned systems research is
developing collaborative behaviors where multi-
ple assets cooperate to accomplish a task. To
execute these behaviors, assets must be able to
discover other nearby assets and then exchange
state information as the task is being performed.
The proximity/precision correlation applies here
as well. P2P systems are useful for accomplishing
these goals in a decentralized manner.

SENSOR DATA MINING, DATA FUSION, 
AND DISTRIBUTED CROSS-CUING

Multiple factors are driving the battlefield to be
increasingly covered with distributed sensors that
are capable of generating large quantities of
data. Data mining, data fusion, and cross-cuing
are all mechanisms to reduce data overload by
aggregating, correlating, transcoding, and filter-
ing raw data into useful information. When such
sensor operations are in close geographical prox-
imity, P2P approaches are more effective
because they can exploit multicasting over short-
range wireless links that require less power and
provide higher bandwidth.

P2P systems can also be used to provide auto-
mated, dynamic, self-configuring cross-cuing
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capabilities between unattended sensors and
other assets. For example, a small sensor that
contains a motion detector or vibration sensor
but no camera can be used to trigger a different
camera-equipped sensor to take an image or
record a video, cuing the camera as necessary.
Additionally, if a UAV or other similar asset
happens to be nearby, the imager on the UAV
could also be cued and tasked.

SECURE CHAT, MEDIA EXCHANGE,
AND SOCIAL NETWORKING

Military operators have embraced aspects of
social networking to improve effectiveness of
mission execution. Tools include instant messag-
ing, marking up and sharing multimedia objects
such as pictures and video, collaborative map
annotation, and other forms of communication.
Soldiers use these tools to maintain situation
awareness, coordinate, and exchange informa-
tion in an effective and clandestine manner.
They share useful tidbits of intelligence informa-
tion, contact subject matter experts to ask for
opinions, and dynamically replan their strategy
as necessary. Many of these operations involve
communicating with peers who are on the same
mission or in their physical proximity. Therefore,
P2P systems are the best approach to supporting
these scenarios.

TECHNICAL REQUIREMENTS FOR
PEER-TO-PEER SYSTEMS

In this section we develop technical require-
ments for P2P systems that can address the types
of scenarios described in the previous section.
We have addressed many of these requirements
in developing the Agile Computing Middleware,
described later in this article.

AUTOMATIC CONFIGURATION
The dynamic nature and high operational tempo
of most tactical environments does not allow
time for system configuration. Therefore, wher-
ever possible, systems should automatically con-
figure themselves within the network and provide
the capabilities necessary for the users. P2P sys-
tems naturally address this requirement by
removing the need to configure clients with
information about servers that need to be
accessed. Systems should also minimize requir-
ing users to configure network settings and spec-
ify IP addresses of other information producers
and consumers. Gateways and other structural
aspects of the P2P network should be automati-
cally discovered as nodes join and leave net-
works.

BANDWIDTH-EFFICIENT PEER DISCOVERY
Discovery of other peers is the most fundamen-
tal requirement for P2P systems, as it is a pre-
requisite for most other operations. Peer
discovery is closely related to service advertise-
ment and search. Typically, peer discovery
applies at the platform or node level, whereas
advertisement and search apply at the service
level. For example, at C4ISR OTM, each ground
robot advertised a Robot Agent service that was

discovered by operator control units (OCUs)
used to tele-operate the robots. Similarly, high-
mobility multipurpose wheeled vehicles
(HMMVWs) advertised numerous services such
as Blue Force Tracking, data fusion, and lan-
guage translation services that were looked up
by other peer users.

Peer discovery must be bandwidth-efficient
and adapt to different types and qualities of net-
work links. Ground-based military operations on
urban terrain (MOUT) scenarios such as QL
and C4ISR OTM use wideband radios that pro-
vide reasonable bandwidth on the order of 1
Mb/s. However, the airborne networking envi-
ronment is more constrained. For example, dur-
ing BQ 2007 and JEFX 2007, long-range UHF
links were utilized between the aircraft and
ground nodes, which provided a bandwidth of 10
kb/s or less. In BQ 2009 and JEFX 2009 the
move to new prototype radios (e.g., DARPA
Quint Networking Technology) provided much
higher bandwidth. However, these broadband
radios and waveforms provide significantly short-
er range, and certain operations still require low-
bandwidth UHF links. Therefore, it is critical
that peer discovery be adaptive in terms of band-
width utilization.

There are several commercial and open
source efforts that address peer discovery. Exam-
ples include JXTA [3], Zeroconf [4] implemen-
tations such as Apple’s Bonjour and Avahi’s
mDNS/DNS-SD, XMPP [5], Session Initiation
Protocol (SIP) [6], and uPnP [7]. Our experience
with these components shows that they do not
perform well on tactical networks. These compo-
nents have been designed for infrastructure net-
works that do not have the bandwidth and
reliability challenges of tactical edge networks.
We compare the performance of JXTA with the
Agile Computing discovery mechanism in the
section on experimental results.

PEER-LOSS DISCOVERY
Peer loss discovery is important for providing sit-
uational awareness to tactical users. In client-
server environments, a user often detects the
loss of the other entity simply by detecting the
loss of the connection. However, in P2P environ-
ments where the communication tends to be
point-to-multipoint (e.g., using multicast), peer
loss discovery is more difficult. Peer loss discov-
ery directly contributes to increased awareness
of surrounding resources.

DYNAMIC INFORMATION CHANNELING
ACCORDING TO TOPOLOGY AND

RESOURCE AVAILABILITY

To support data mining and data fusion, as well
as geographically directed resource discovery, it
is necessary to provide mechanisms to convey
information through a subset of the network
dynamically determined by topological or
resource availability constraints and manipulate
data as it is transferred between peers. This is a
challenging task that requires monitoring of the
network topology as well as dynamically discov-
ering and allocating computational resources
along the communication path. In addition, to
minimize the overhead of on-demand realloca-
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tion protocols, proactive communication path
rerouting and computational resource reassign-
ment should be implemented based on predic-
tions about future user requirements.

ADAPTIVE DISSEMINATION
Support for information dissemination is essen-
tial in tactical networks. To minimize communi-
cation overhead, different protocols and
algorithms can be used depending on the set of
receivers and the requirements of the applica-
tion. In our experience tactical applications pre-
sent multiple patterns of data dissemination.
BFT is transmitted from each node to every
other node in a many-to-many pattern. Sensor
fusion requires many nodes (sensors) to transfer
data to one node (fusion node) and then onto
some consumers in a many-to-one-to-few pat-
tern. For maximum efficiency, the data dissemi-
nation system must adapt its strategy based on
the dissemination pattern. For instance, informa-
tion that must be delivered to most of the nodes
in the network is best transmitted as an all-nodes
broadcast. On the other hand, information that
must be delivered only to a small set of nodes,
especially when in close proximity, should adopt
different mechanisms. The same considerations
apply to the case of multiple information
sources.

Adaptation should exploit prioritization, dif-
ferential update rates, reliability, and sequencing
requirements as well. As discussed earlier, there
is often a direct relationship between physical
proximity and the requirements for precision in
the information exchange between nodes. An
adaptive dissemination system can exploit this to
reduce bandwidth utilization. Similarly, not all
consumers require the cost associated with reli-
able and/or sequenced delivery of information.
The dissemination system should be flexible in
supporting these properties when required and
saving bandwidth when they are not necessary.

DISRUPTION TOLERANT AND
ROBUST INFORMATION DISSEMINATION

The dynamic nature of tactical networks requires
disruption-tolerant approaches to information
dissemination. Sometimes, information must be
delivered to nodes that periodically disconnect
from the rest of the network, requiring reliability
mechanisms such as caching and periodic
retransmission of important (non-obsolete) data.
The SIE-DTN experimentation has shown that
disruption tolerance significantly improves the
ability for nodes to receive data under intermit-
tent connectivity conditions.

Systems should also provide mechanisms for
robust information delivery. Techniques such as
forward error correction, scattering (transmitting
different portions of an object to receiving nodes
and letting them recompose the original object),
and layered coding (the decomposition of an
object into smaller and lower-fidelity usable
parts that can be rejoined by the receiver) should
be adopted to improve the availability of large
information objects.

Finally, systems should exploit common pat-
terns in node mobility and information to
improve the timeliness and availability of infor-

mation dissemination. This requires learning
mechanisms that can process node mobility and
data/service usage information, identify common
behaviors, and produce reliable forecasts that
can be used as the basis for decision making in
information caching and routing.

TRACKING INFORMATION PEDIGREE
Tracking pedigree of information entails secure-
ly maintaining meta-information regarding the
source of the information, the time when the
information was originated or generated, and
the path the information has traversed before
reaching a consumer. Information pedigree is
often essential to decision making. While this
requirement applies to many types of informa-
tion systems, we highlight it here because P2P
systems make it more challenging to track infor-
mation pedigree. For example, with a client-serv-
er system, if the server is a trusted entity, the
server can often assign or validate some aspects
of the pedigree of the information provided by a
client, and pass that on to other clients. In a P2P
system, if some of the peer nodes are not trust-
ed, additional mechanisms may be necessary to
either ensure that the information satisfies nec-
essary security requirements or adjust the pedi-
gree appropriately.

POLICY-BASED CONTROL OVER
INFORMATION EXCHANGE

Another requirement relates to control over the
nature and destination of information as it is
managed and disseminated in P2P systems. The
frequent occurrence of joint and coalition opera-
tions, and the associated restrictions on informa-
tion sharing imply that P2P systems should
address this requirement. Client-server
approaches are more amenable to such control
over information sharing, as the servers can act
as gatekeepers of the information and enforce
any policies on sharing. This problem must be
addressed within P2P systems if they are to be
pervasive and span multiple administrative
domains at the tactical edge. An alternative is a
hybrid approach that uses P2P within a single
administrative domain and trusted server gate-
ways to span domains.

INTEGRATION WITH
SERVICE-ORIENTED ARCHITECTURES

SOAs have been widely adopted by military sys-
tems running on higher-echelon command and
control (C2) networks. SOA-based approaches
allow for extensive service reuse and the integra-
tion of heterogeneous services, with significant
savings in development costs and time for build-
ing distributed applications. SOAs also allow the
dynamic (re)composition of services at run-time,
thus enabling the ad-hoc realization of complex
and adaptive distributed applications.

Because of these advantages, SOAs are often
proposed in tactical networks despite the chal-
lenges these architectures face in that environ-
ment [8]. Traditional SOA implementations are
based on centralized service directories and
strong assumptions about relatively static net-
work topologies. Therefore, they are susceptible
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to poor scalability (also caused by their RPC-
based paradigm that hinders the adoption of
caching) and are limited by relatively high com-
putational and bandwidth requirements and lack
of support for service migration.

These limitations call for tactical network-
specific SOA implementations as well as ad hoc
integration solutions between P2P and SOA
middlewares [9, 10]. As a result, P2P systems for
tactical applications should include an interoper-
ability layer that enables resource discovery and
service accessibility across SOA and P2P archi-
tectures.

AGILE COMPUTING MIDDLEWARE
The Agile Computing Middleware [11] has been
developed over the course of the last nine years
to address many of the requirements enumerat-
ed in the previous section. Figure 2 shows the
key components of the middleware. In particu-
lar, this section presents two components —
Group Manager and DisService — that realize
P2P discovery and information dissemination.
The ACINetProxy, which helps integration with
legacy systems, is also briefly described. The next
section presents experimental results that
demonstrate the effectiveness of the P2P
approach in Group Manager and DisService.

GROUP MANAGER
The Group Manager component supports peer
discovery and has been optimized to be band-
width-efficient for tactical edge networks. It sup-
ports a flexible combination of proactive
advertisement and reactive search. When adver-
tisement is activated, the frequency of advertise-
ments depends on the node movement and the
churn rate of the network. Hence, a fast-moving
entity such as an aircraft would advertise more
frequently, whereas a stationary ground sensor
advertises slowly. Nodes can also control the
strength of their advertisement, which is defined
in terms of a metric (number of hops, distance,
or link quality). The frequency and strength of
advertisements provide a trade-off between dis-
covery speed, discovery range, and bandwidth
utilization. Providing control over this behavior
allows nodes to select the best possible combina-
tion to suit their needs. Ground nodes that need
to maintain radio silence could choose instead
not to advertise at all, thereby preventing their
discovery.

Discovery occurs within the context of a
group, a concept that allows partitioning of net-
work nodes into different sets. A group is identi-
fied by a name with a simple hierarchical
notation, such as
mil.army.arl.hf2004.ugvs. Groups are a
convenient abstraction to aggregate resources
based on mission or ownership (e.g., country or
branch of the armed forces). Nodes enable dis-
covery among themselves by simply joining the
same group. For example, all the nodes that are
assigned to a specific mission could join a com-
mon group, thereby allowing them to be discov-
ered by each other. Nodes are allowed to join
multiple overlapping groups, and to advertise dif-
ferent capabilities within each group. Therefore,
a node may advertise service X to other nodes
participating in the same mission and service Y
to other nodes that are on a different mission but
belong to the same country.

Group Manager also supports private groups
with restricted access and encrypted communica-
tions. Private group security leverages a preshared
passphrase, often proposed in tactical military
applications, where direct access to the trusted
authority (TOC) is not available for encryption
key generation and key exchange. Private groups
make it very simple for dynamically formed ad
hoc teams to verbally exchange a passphrase that
may then be used to restrict access to the group.
We have used this capability to easily build secure
P2P chat applications that dynamically manage
chat members based on their mission, role, or any
other attribute. Note that encryption in private
group communications does not replace standard
cryptographic measures provided by most tactical
radios; instead, it represents an additional security
layer on top of them.

Group Manager handles discovery and main-
tains group membership in a completely decen-
tralized manner. This design choice implies that
there is no attempt to maintain a consistent
group view of all the nodes that are members of
a group, as it would require an excessive amount
of bandwidth. Distributed hash table (DHT)
approaches were also discarded for their high
bandwidth requirements and given the high
churn rate of tactical networks.

DISSERVICE
DisService is the P2P information dissemination
component of the Agile Computing Middleware.
In DisService information is pushed and received

Figure 2. Components of the agile computing middleware.
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in the context of a group, using the same abstrac-
tion proposed by Group Manager. DisService is
disruption tolerant and realizes several novel
architectural approaches to improve dissemina-
tion and availability of data.

One of the fundamental assumptions in Dis-
Service is that in a P2P wireless environment,
the cost to broadcast or multicast a message to a
neighbor is the same as with a unicast. There-
fore, DisService always prefers broadcast or mul-
ticast communications, which enable all other
direct neighbors to also receive and archive the
data.4 This feature, called opportunistic listening,
significantly increases the availability of data,
especially in a tactical network where nodes and
links are unstable. The next section presents
experimental results that show the benefits of
this feature.

Another DisService feature is flexible support
for sequential and reliable message delivery.
When a node subscribes to a group, it can choose
whether messages should be delivered sequen-
tially and/or reliably. Typically, sequencing
increases latency and reliability increases band-
width utilization. Therefore, DisService allows
applications to make trade-offs that improve
their efficiency. For example, a node could pre-
fer unreliable but sequenced delivery for BFT
information, while requiring reliable unse-
quenced delivery for sensor reports.

The third unique feature of DisService is that
the burden of reliability, if desired, is placed on
the receiver as opposed to the sender. In both
the TCP and DTN models, the sender has the
responsibility to retransmit the data until the
receiver, or an intermediary in the case of DTNs,
has acknowledged receipt. DisService instead
adopts a different model where the receiver, if
so desired, requests missing messages (or parts
of messages) from other nodes until they have
been received. The motivations behind the adop-
tion of this model are the point-to-multipoint
nature of DisService and the observation that
different peers that are recipients of the same
data may have different requirements for relia-
bility. Furthermore, this approach exploits the

opportunistic listening capability of DisService,
where a node looking for the missing data may
be able to obtain it from any other peer as well.
The conventional model, where the sender wish-
es to ensure that a set of target nodes receive
data, is also available.

DisService also supports multiple dissemina-
tion algorithms, including reliable flooding,
probabilistic (epidemic) protocols, and heuristic
protocols, which can be selected based on the
type of information being disseminated. The spe-
cific dissemination algorithm chosen depends on
the number of subscribers to a group, the nature
of their subscription (reliable or not), and the
relative priority. Reliable flooding is an expen-
sive algorithm, but is appropriate for high-priori-
ty messages that must be delivered reliably.
Probabilistic protocols use attributes such as the
number of neighbors of nodes to determine the
dissemination paths. Heuristic protocols further
enhance probabilistic approaches by exploiting
domain-specific knowledge to guide the proba-
bilistic dissemination. One example of a heuristic
is favoring the use of a UAV as a good interme-
diate node for information propagation, given
the increased reach and visibility of a UAV.
Another example is a node acting as a relay to a
neighbor that has only one other neighbor
(which implies that the first node is the only way
for the second node to receive any information).

Finally, DisService provides a different
approach to handle dissemination of large mes-
sages, such as multimedia objects (pictures,
video, etc.). In these cases only the metadata
describing the large message is disseminated to
the subscribers. Each subscriber, upon evalua-
tion of the metadata, may subsequently choose
to retrieve the complete message. DisService
supports two mechanisms to handle the actual
dissemination of large messages. In the simple
case the message is transferred as a whole from
one of the source nodes to the destination node,
which can now act as an additional source node.
In addition, DisService supports a second
approach which fragments the large message
into chunks that are scattered across the net-
work and replicated on a bandwidth-available
basis. When a node wants to retrieve a message,
it queries its peers to find the chunks, retrieves
them, and reassembles the original message.
Furthermore, where possible, the chunks are
created using a data-type-specific layered encod-
ing algorithm that allows each chunk to be inde-
pendently usable. For example, large images are
broken up into multiple complete but lower-res-
olution images that are individually usable but,
when combined, recreate the original high-reso-
lution image.

INTEGRATION
The best approach to leveraging the capabilities
of the Agile Computing Middleware is to direct-
ly take advantage of the application program-
ming interfaces (APIs) of the various
components. However, we recognize that this is
not always possible, especially with legacy appli-
cations. The middleware includes the ACINet-
Proxy component, which provides a transparent
mechanism to capture all the outgoing traffic
generated by legacy TCP- and UDP-based appli-

Figure 3. Peer discovery experiment scenario.

Ground
vehicle 2

Ground
vehicle 1

Ground
vehicle n

UAV 1 UAV n

4 Note that the crypto-
graphic and security fea-
tures included in tactical
radios will ensure that
nodes that should not be
receiving the data will not
do so. If further restricting
is necessary, the notion of
private groups, as
described for the Group
Manager, can be applied
to DisService as well.
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cations and redirect it using middleware compo-
nents. This capability is particularly useful for
redirecting TCP connections to use Mockets [2]
and UDP multicast to DisService. ACINetProxy
is configurable via policies to support deploy-
ment on a wide range of scenarios and permits
fine-grained performance tuning (e.g., prioritiza-
tion and shaping of traffic).

EXPERIMENTAL RESULTS
This section presents results from two experi-
ments that evaluate the performance of the
Group Manager and DisService components.

PEER DISCOVERY RESULTS
In this first experiment we compare the perfor-
mance of Group Manager with the JXTA middle-
ware for P2P computing. In particular, we
compare the discovery aspects of Group Manager
and JXTA, and measure the relative bandwidth
utilization. JXTA was chosen because its discov-
ery mechanism is utilized by the System of Sys-
tems Common Operating Environment
(SOSCOE), part of the U.S. Army Future Com-
bat Systems and other programs. The scenario,
shown in Fig. 3, consists of two to four UAVs and
four to 18 ground vehicles (GVs). The connectivi-
ty between the GVs and the UAVs varies based
on the position of the UAVs. In this particular
experiment the GVs were attempting to discover
a service advertised by the UAVs. The connectivi-
ty between the nodes was emulated using an
enhanced version of the Naval Research Labora-
tory’s Mobile Ad Hoc Network Emulator [12].

The results are shown in Table 1. While the
peer discovery was completed successfully with
both components, the Group Manager used sub-
stantially less bandwidth than JXTA. As the
results show, JXTA used between 3.58 to 7.77
times more bandwidth than the Group Manager
in default mode. The Group Manager also sup-
ports an enhanced mode that uses periodic pings
to check whether nodes are still reachable, there-
by addressing the peer loss discovery require-
ment. Even with this enhancement (which JXTA
does not support), the Group Manager is more
efficient, with JXTA using between 1.58 and
2.29 times more bandwidth. Also note that in
this particular experiment, JXTA was operating
in edge mode, where it does not use a DHT. In
rendezvous mode with a DHT, JXTA used sig-
nificantly more bandwidth.

DISSERVICE OPPORTUNISTIC
LISTENING RESULTS

This second experiment demonstrates oppor-
tunistic listening, one of the unique features of
DisService. Opportunistic listening exploits peer
nodes as surrogate listeners to capture informa-
tion that a subset of the peer nodes are trying to
receive. The scenario is shown in Fig. 4, and
consists of a set of 10 ground nodes of which two
nodes are trying to receive data being multicast
by a UAV. The UAV makes one pass through
the area as it transmits messages to the ground
nodes. The bandwidth of the airborne network
between the UAV and the ground nodes is
assumed to be 230 kb/s, and the bandwidth of

the P2P network between the ground nodes is
assumed to be 1 Mb/s. In the baseline case, we
report on the percentage of messages received
via UDP multicast by the two interested ground
nodes. In the DisService case, the ground nodes
exchange missing data between themselves to
maximize the number of messages correctly
received by the two ground nodes.

The results, with varying message sizes and
network reliability, are shown in Table 2 and
illustrate the benefit of opportunistic listening.
For example, with a UAV link reliability of
70–80 percent, only 20 percent of messages of
size 7 kbytes are successfully delivered due to IP
fragments being lost. With DisService, the target
nodes are able to obtain these missing fragments
from other peers and reassemble the messages
intact, thereby improving performance signifi-
cantly. Even with very poor UAV link reliability
of 30–50 percent, DisService is able to receive a
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Table 1. Group Manager performance (band-
width) for peer discovery.

Number of
nodes

Group Manager
JXTA

(Default) (With pings)

UAVs GVs Bandwidth utilization (bytes/s)

2 1 83 372 645

2 2 164 672 1106

2 3 247 866 1536

2 4 329 1217 2012

4 6 828 1856 2963

4 10 1350 3061 4849

4 14 1146 2937 6713

4 18 1451 5471 8658

Figure 4. Opportunistic listening experiment scenario.
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large percentage of the messages. We also report
on the P2P traffic exchanged between the ground
nodes as they reconstruct the messages, which
could be regarded as overhead. As the results
show, the overhead per message is quite high,
especially as the size of the messages increases
and the reliability decreases. However, this com-
munication takes place over the P2P ground net-
work, which has higher capacity and is less
congested. Furthermore, we expect to optimize
this bandwidth utilization in the near future.

CONCLUSIONS
Our experiences have led us to study how to
realize robust and efficient applications and ser-
vices for tactical edge networks. We have
observed that the nature and characteristics of
tactical networks, combined with the require-
ments of network-centric warfare present a com-
pelling case for P2P systems. We then distilled
these experiences into a set of technical require-
ments that must be addressed to develop effec-
tive P2P systems for tactical environments.
Following these guidelines, we have developed
the Group Manager and DisService components
of the Agile Computing Middleware, which real-
ize P2P discovery and information dissemina-
tion. We have tested those components in the
context of several experiments and exercises that
allowed us to verify the soundness as well as the
effectiveness of the P2P approach. We continue
to enhance the Agile Computing Middleware
and conduct further experiments. Future work
includes optimizing DisService, comparing with
reliable multicast approaches, as well as compar-
ing opportunistic listening with forward error
correction. We hope that this article will moti-
vate and guide the development of future P2P
systems for tactical networks.
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